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Where are people using public resolvers? 
https://stats.labs.apnic.net/rvrs

Global North
--

Global South
+++



Learning from the source
Main points we have learned so far
• Hosting place is challenging for resolvers
• Public resolvers are beneficial
• DNS is not a priority, and lack of 

specialized DNS people
• Small operations ignore best practices 

for DNS (eg KINDNS)
• They are reactive (eg., open resolvers)
• Public resolvers are 20-80ms far away
• Target is 5ms for structured operations

• Up to now, we have talked to:
• 35 small ISPs (10-50k users), 
• 1 medium ISP (80k users), 
• 2 universities 
• 1 academic network,
• 1 private DNS anycast provider
• 2 global public resolvers

• South America and Africa



Best case scenario: Worldwide cities with at least 
one datacenters providing hosting (5ms < 300 km)

Anycast well-know instances Worldwide datacenter available for hosting
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Discussion and Challenges

• How to facilitate the entry of new players in the DNS market?
• How to make it attractive for hosting institutions?
• How to make attractive for DNS service providers?


