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KEY QUESTIONS 

• DNS resolvers latency? 

• DNS resolver ability to support CDN user mapping? 

• Effect of IPv6 on the above? 

PRIOR KNOWLEDGE (PRE-ECS) 

• Public DNS resolvers are more distant from end-user and produce 

worse CDN user mapping than ISP resolvers 

• Has ECS and/or IPv6 changed this? 

INFRASTRUCTURES CONSIDERED 

• Two ECS-supporting resolvers (Google Public DNS and OpenDNS) 

• Two non-ECS resolvers (Cloudflare and Quad9) 

• Five CDNs used by top 100 dual-stack CDN-accelerated websites 



METHODOLOGY 

• Offer both IPv4 and v6 protocols 

• Distributed both geographically and 

across ASes  

• 188 RIPE Atlas probes  

• (36 with ISP resolver) 

• 188 Ases 

• 74 countries across 6 

continents/regions 

RIPE Atlas vantage points 

100 dual-stack CDN-accelerated websites 

• Akamai (65 sites), Cloudfront(17), 

Google(9),  Fastly(8), and Incapsula 

(1) 



DNS LATENCY 

• Prewarm resolver cache  

• Use median latency of three 

subsequent resolutions 

1
10

100
1000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Resolution time in msec (log scale)

CDF

 

 

Cloudflare (IPv4)
Cloudflare (IPv6)
Google (IPv4)
Google (IPv6)
ISP (IPv4)
ISP (IPv6)
OpenDNS (IPv4)
OpenDNS (IPv6)
Quad9 (IPv4)
Quad9 (IPv6)

A-type query latencies 



REASONS FOR LATENCY DIFFS 

• Different footprints 

• Different miss rate! 

• Detected from response TTL 

• High miss rates due to server rotation + limited cache sharing 
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USER MAPPING QUALITY 
(BASED ON TCP RTT)  

• In IPv4, Google and OpenDNS caught up with ISP resolvers on CDN user mapping 

RTTs 

• Cloudflare and Quad9 are not far behind 

• Typically, there is IPv6 penalty in user mapping RTTs 

 



CONCLUSIONS 

• DNS latency varies drastically among resolvers 

• Mostly due to differences in intra-platform serve rotation + cache sharing 

• Public resolvers largely caught up with ISP resolvers on CDN user mapping 

quality  

• There is no IPv6 penalty in DNS latency but there is IPv6 penalty in user 

mapping RTTs 

• Can be substantial but within Happy Eyeball thresholds so not masked 




